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ABSTRACT: Emerging data-driven approaches in materials
science have triggered the development of numerous machine-
learning force fields. In practice, they are constructed by
training a statistical model on a reference database to predict
potential energy and/or atomic forces. Although most of the
force fields can accurately recover the properties of the
training set, some of them are becoming useful for actual
molecular dynamics simulations. In this work, we employ a
simple iterative-learning strategy for the development of
machine-learning force fields targeted at specific simulations
(applications). The strategy involves (1) preparing and
fingerprinting a diverse reference database of atomic
configurations and forces, (2) generating a pool of machine-
learning force fields by learning the reference data, (3) validating the force fields against a series of targeted applications, and (4)
selectively and recursively improving the force fields that are unsuitable for a given application while keeping their performance
on other applications uncompromised. We demonstrate this strategy by developing a series of machine-learning-based Al and
Cu force fields that can simultaneously be used for various applications, e.g., (elastic) stress/strain analysis, stacking-fault energy
calculations, and melting simulations. This strategy is also generalizable, i.e., it may be used for other materials as well.

1. INTRODUCTION

In molecular dynamics (MD) simulations, physical properties
of interest, e.g., melting temperature and dislocation density,
are extracted from the MD trajectory, which is obtained by
integrating Newton’s equations of motion using the atomic
forces evaluated by a given method.1,2 Therefore, the fidelity of
a MD simulation is rooted in the accuracy of the atomic force
predictions. Because MD requires the forces to be evaluated at
every single time step, an ideal method for this purpose should
be accurate, fast, and transferable, so that it can easily be used
for different systems in different conditions. Although first-
principles-based methods like density functional theory
(DFT)3,4 are considered to be accurate and transferable,
they are computationally prohibitive for realistic simulations in
which large systems (composed of thousands to tens of
thousands of atoms) are monitored over long-time scales
(from nanoseconds to milliseconds). The force evaluation can
be ≃4−6 orders faster if an empirical force field (FF) is used.
Force fields of this class5−10 are developed by fitting an
assumed functional form to reference (experimental and/or
computed) data to determine the predefined parameters.
Therefore, the parametric settings (of an empirical force field)
used for a material at a given condition are generally not
applicable for other materials and/or at other conditions.

Data-driven methods, which recently joined the main stream
of material science and engineering,11−20 offer a potential
alternative pathway for the development of force fields.21−42

Unlike their traditional counterparts, machine-learning (ML)
force fields do not have a well-defined functional form, or at
least a physically meaningful one, that can be optimized.
Instead, they are constructed by training a statistical model on
a reference database to predict potential energy or atomic
forces. This approach offers great flexibility in the development
of ML force fields for different materials with minimal human
interference. During the last several years, numerous ML force
fields have been developed for Al,25−28,34,42 C,30,31,33 Na,31,34

Li,32 Si,34−36 W,37 Mo,38 Fe,39 Zr,40 and SiO2,
41 whereas some

ML force field creation packages have also been released.43

The developed ML force fields are generally very fast and
accurate in reproducing the reference data, e.g., the force
prediction errors of an adaptive, generalizable, and neighbor-
hood informed (AGNI) ML FF can be as low as 0.01−0.10
eV/Å.25−29 ML force fields are similarity-based, i.e., they
generally may not work for applications (simulations)
involving configurational domains that are different from
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their training domain. However, the ML approach, unlike the
traditional methods, does provide the opportunity to system-
atically improve the versatility of the force fields.
The present work demonstrates the last point by using an

iterative-learning strategy to systematically improve the
performance of an AGNI ML force field when being used
for “new” applications (configurations). The key aspect of this
strategy is “failed” data augmentation, during which a volume
of data needed for a new application is systematically
generated, identified, and appended to the original training
data, and then the respective ML model is retrained on the
updated training data. The proposed iterative-learning strategy
can be used to systematically enlarge the domain of
applicability of the developed ML force fields. We demonstrate
this strategy by creating and validating AGNI ML force fields
for Al and Cu solids, which can be used for a wide range of
applications, including (elastic) stress/strain analysis, stacking-
fault energy calculations, and melting simulations.

2. METHODS

The iterative-learning strategy used in this work aims
specifically at upgrading a developed ML force field, making
it suitable for targeted (new) applications, while keeping its
current behavior uncompromised. This simple and general-
izable strategy, visualized in Figure 1, starts with “reference
data preparation” and “force field generation”, details of which
can also be found in our previous works.25−27,29 The last two
steps, i.e., “application-specific tests” and “failed data
augmentation”, are the essential components of the iterative-
learning strategy.

The overall workflow of this strategy can be briefly
summarized as follows. Starting from a diverse reference
dataset of configurations and associated atomic forces
(obtained in step 1), a pool of (≃100) low-root-mean-square
error (RMSE) ML force fields is generated in step 2. In step 3,
these force fields are subjected to a series of predefined
application-specific tests. The force fields that pass a test are
advanced to the next test, whereas those that fail are discarded.
For situations, wherein none of the force field passes a test, the
model that performed the best is selected for step 4, i.e., failed
data augmentation. Two critical pieces of information are
carried over from step 3 to step 4, including (1) the atomic
configurations encountered during the unsuccessful test and
(2) all of the ML parameters, e.g., the fingerprint parameters,
the learning algorithm, and the training data, of the selected
force field. Although the former is used to generate new
reference data (by performing fresh computations using DFT
in this work), the latter transfers the current performance of
the original force field to those to be trained on the augmented
training data. This procedure is repeated until a ML force field
that successfully passes all of the application-specific tests is
generated and can be confidently used for any of the
applications they are designed for. Here, we showcase the
validity of iterative-learning strategy by creating ML force fields
for Al and Cu, which are capable of accurately predicting many
static and dynamic properties. Details of each of the steps
involved in the construction of ML force fields are discussed in
the next sections.
This strategy is similar to the active learning approach for

ML force fields developments31,32,36,37 in terms of ideas but its
end goal is different. Going beyond the intention of minimizing

Figure 1. Iterative-learning strategy for AGNI force field generation.

Table 1. Summary of the Two References Data Sets Prepared for Al and Cu Force Field Generationa

config class Al Cu

defect-free
bulk

face-centered cubic (fcc) and body-centered cubic (bcc)
(with and without strain)

fcc and bcc (with and without strain)

point defects supercell with one, two, six random vacancies supercell with one, two, six random vacancies
planar defects (100), (110), (111), (200), (333) surfaces; (111), (210), (310),

(320), (510) grain boundaries; (111) stacking fault
(100), (110), (111), (200), (311), (333) surfaces; (111), (210), (310)
grain boundaries; edge, screw dislocations; (100) with uniaxial strain

point and
planar
defects

adatom(s) on (100), (110) and (111) surfaces adatom(s) on (100), (110) and (111) surfaces

clusters radius 3, 5, 8, 10, 12 Å clusters radius 5, 7 Å clusters, and cylinder
liquids (111) slab at liquid state (100) slab at liquid state
aEach of them is categorized into five types of configurations (configs) based on the types of defects contained. The number of configurations in
each category excesses 1 000 000.
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force/energy prediction errors, the present work aims at
developing FFs that can be used in realistic simulations, and a
series of accompanied tests were designed for this purpose.
2.1. Reference Data Preparation. Two comprehensive

reference data sets, summarized in Table 1, were prepared for
Al and Cu in an accurate and consistent manner to minimize
intrinsic numerical noise. DFT-based MD simulations,
performed using the Vienna Ab initio Simulation Package
(VASP),44−47 were utilized to generate the reference atomic
configurations and forces. Following ref 29, we used the
Perdew, Burke, and Ernzerhof exchange−correlation func-
tional48 and the carefully calibrated energy cutoff, k-point
mesh, and projection scheme29 to ensure numerical con-
vergence in calculating the atomic forces with VASP.
Diversity is critical for the reference data sets, i.e., they must

contain the atomic environments that may be encountered
during MD simulations. Therefore, for both Al and Cu,
numerous atomic configurations were prepared: periodic or
nonperiodic, crystalline or noncrystalline, and defect-free or
having at least one of the regular (point, line, and planar)
defects. Starting from these configurations, microcanonical
DFT-based MD simulations were performed at various
temperatures (up to ≃200% of the melting temperature Tm),
thereby, providing atomic configurations and forces along the
trajectories to form the reference data sets. Then, by rotating
along the azimuthal and polar angles, the images of the original
data were added to the reference data. The diversity of the data
sets prepared for Al and Cu is then progressively augmented
during step 4, wherein force fields are improved to handle new
tests/applications. All of the reference data prepared for this
work can be downloaded freely at https://khazana.gatech.edu/
.
2.2. Force Field Generation. Force field generation was

performed in three substeps. First, the atomic configurations in
the reference dataset are transformed into fingerprints, a
numerical representation of the atomic environ-
ment.21,22,25−28,37,49 Then, a given volume of training data is
selected from the reference data using a sampling method.
Finally, the training data is used to train the kernel ridge
regression (KRR) model,50,51 creating a force field, which
maps the atomic fingerprints (or the atomic configurations)
onto the atomic forces. All of these substeps are described in
detail below.
2.2.1. Fingerprinting. Two related fingerprints, denoted by

v(1) and v(2), were used for our ML force fields. Their
definitions are22,25,26
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Here, ri and rj are the Cartesian coordinates of atoms i and j, rij
= |rj − ri|, rij

α is the projection of rj − ri onto the α Cartesian
direction, and the sum runs over the neighbor list {j} of atom i.
The damping function fc(rij) = 1/2[cos(πrij/Rc) + 1], where
the cutoff radius Rc was chosen to be 8 Å, smoothly diminishes
contributions from distant atoms. The key parameters of v(1)

and v(2) are {ηk} and {ak, w}, respectively, which are
determined by minimizing the force error in a separate step.

The key idea of our scheme is to map the fingerprint (vi,α
(1) or

vi,α
(2)) of an atom i along a particular direction α to its respective
force component along the same direction α, rather than
learning the entire force vector at once. It is derived from the
fact that all three Cartesian directions x, y, and z (and, in fact,
any other direction) are equivalent in terms of the relation
between the local atomic environment and the respective
atomic force. An advantage of this scheme is that the
projections of atomic forces on the x, y, and z directions of
any given coordinate frame can be learned and predicted
independently. Moreover, information gained from one
direction could be used to make predictions for another
direction using the same ML force field. However, to allow the
ML model to learn rotational invariance, explicit images of the
original dataset after rotating along the azimuthal and polar
angles29 are also included in the referenced dataset. A detailed
explanation on the above points is included in the Supporting
Information. It should be noted that our approach is different
from other techniques, e.g., symmetry-adapted kernels,52,53

symmetry functions,22 and smooth overlap of atomic
positions,49 in two ways. First, these approaches use finger-
prints, which explicitly keep the atomic forces invariant with
respect to rotations, allowing them to exclude the uncertainty
stemmed from the stochastic nature of our scheme (discussed
throughout this work).52,53 Second, they use fingerprints with
additional three-body angular terms, which improves the
accuracy of the models. There is, however, trade-off in terms of
the computational time required to compute these terms and
an increase in the dimensionality of the fingerprint leading to
increasing ML model complexity and difficult training process.
Generally, force fields using v(2) have been found to be

slightly better than those using v(1) in several measures of force
prediction errors, including RMSE.29 A reliable force field
based on v(1) has been developed and tested for Al in the
past,27 whereas in this work, the iterative-learning strategy is
demonstrated by developing three force fields, one using v(2)

for Al and the remaining two using v(1) and v(2) for Cu.
2.2.2. Sampling Method. A number of sampling methods

for selecting training data from a big reference dataset were
developed27,29 and critically examined.29,54 The primary
criteria for evaluating these methods are various measures of
force prediction errors, e.g., RMSE, which should be
minimized. One of them, the grid sampling method, recently
used to develop an Al force field,27 was heavily used in the
present study. In short, the grid sampling method involves (1)
projecting the reference data onto a two-dimensional (2D)
manifold spanned by two largest-variance principal compo-
nents (determined by performing a principal component
analysis), (2) defining a 2D grid in this manifold, covering the
whole reference dataset, and (3) randomly selecting the
training data from all of the grid cells.27 This sampling method
is intuitively expected to appropriately capture the diversity of
the reference data and, hence, minimizing the force
calculations errors (with respect to the reference data).27

However, because all of the sampling methods27,29 are
stochastic in the nature, ML force fields trained on different
training data are different not only in terms of force evaluation
accuracy but also in terms of ability to capture the underlying
physics of the materials. This is the reason why we create a
pool of (∼100) force fields during the ML training process in
step 2.

2.2.3. Learning Algorithm. Given a sampled training dataset
of Nt atomic environments (or fingerprints) and forces, we
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used KRR to construct the mapping between them. This
similarity based-learning method has been used to develop
numerous force fields,25−29,35 one of which27,28 has been
distributed (and supported) within the 31Mar17 (or newer)
version of Large-scale Atomic/Molecular Massively Parallel
Simulator (LAMMPS).55 In a KRR-based ML force field, the
atomic force Fμ corresponding to a configuration μ ≡ (i, α) is
predicted interpolatively from the reference atomic environ-
ments and forces provided in the training set using
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Here, the sum runs over Nt reference environments, indexed
by ν, of the training set, whereas dμν is the “distance” between
configurations μ and ν, chosen to be the Euclidean norm, in
the fingerprint space for which the length scale is specified by
σ. During the training phase, the regression weights αν and the

length scale σ are evaluated by optimizing a regularized
objective function via fivefold cross-validation.

2.3. Application-Specific Force Field Tests. Following
the reference data and the force field generation steps, a pool
of accurate ML force fields with relatively similar (low) RMSE
in force prediction was obtained. These force fields were then
subjected to a series of application-specific tests. The idea
behind these additional tests is that although the low errors
(RMSE or other metrics) of a ML force field could advocate its
general force prediction accuracy, they are not sufficient to
guarantee that the force field indeed captures the physics of the
system accurately. The reason for this uncertainty stems from
the fact that all error measures, e.g., RMSE, are defined for very
large numbers (often ≳103−106) of configurations, thus some
configurations that are critical for a specific simulation can
easily be suppressed during the training process when an error
measure is minimized. Therefore, any newly developed ML
force field should be validated against realistic and stringent

Table 2. Summary of the Tests Designed To Validate the Force Fields Developed for Al and Cu, Both of Which Adopt fcc as
the Ground Statea

order test description test passed when

1 adatom stability MD simulations of an adatom on the (111) surface adatom is held and migrate on the surface for at least 100 ps
2 stress/strain calculate the c11 coefficient and compare with experimental, DFT, and

embedded-atom method (EAM) results
c11 is within ±5% of the experimental value.

3 phonon bands calculate the fcc-lattice phonon band structures and compare with
DFT and EAM results

force field-computed phonon band structure is closer to the
DFT result

4 screw dislocation
core structure

calculate and visualize the differential displacement map (DDM) and
compare with DFT and EAM results

force field-computed DMM captures the symmetry and the
order of the DFT-computed DDM

5 stacking-fault
energies

compute (111) stacking-fault energy and compare with DFT and
EAM results

force field-computed stacking-fault energy is within ±5% of
the DFT value

6 slab melting calculate the Lindemann index of (111) slab at various T and compare
with experimental and EAM data

force field-computed Tm is comparable with the
experimental and EAM results

7 adatom diffusion probe the dynamics of an adatom on the (111) surface and estimate
the hopping barrier via the Arrhenius plot

the estimated energy barrier is comparable to that computed
by DFT

aLAMMPS was used for tests 1, 4, 5, 6, 7, whereas Atomic Simulation Environment56 was used for tests 2 and 3. We note that the tests were carried
out in the order shown in this table.

Figure 2. Role of iterative learning in the development of Al (a, b) and Cu force fields (c, d). In each panel, test results of the force fields before and
after the failed data augmentation procedure are shown. Two tests for Al force fields are stacking-fault energies (a) and slab melting (b), whereas
two tests for Cu force fields are stress/strain (c) and slab melting (d). In (b) and (d), the Lindemann index was computed separately for bulk and
surface regions of the slab. For reference, the experimental melting temperatures of Al and Cu are 980 and 1350 K, respectively.
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static and/or dynamic tests, in addition to having a small
training error.25−27,38,39

In the present work, we compiled a list of seven carefully
tailored application-specific tests, enumerated in Table 2. To
pass a test, the ML force field must reasonably reproduce DFT
and/or experimental results. The tests are conducted in an
orderly manner based on their computational cost, i.e., time-
intensive tests are generally conducted after the inexpensive
tests, and only the force fields that pass a given test are
advanced to the next test. For the purpose of quickly screening
force fields during the development process, a short-time
version of the (relatively stringent) “adatom diffusion” test, i.e.,
“adatom stability”, was used to quickly discard those that
cannot describe the (assumed) stability of an adatom on the
slab surface. Table 2 summarizes all of the seven tests that were
used for the force field development, whereas their technical
details are provided in the Supporting Information.57 It should
be noted that the list of proposed tests can be easily expanded
to make accurate and robust ML force fields targeted at new
applications. This can be achieved using failed data
augmentation process described in the next section.
2.4. Failed Data Augmentation. The stochastic nature of

the sampling methods (discussed in Section 2.2.2) and the
deficiency of the error measures (discussed in Section 2.3) may
produce a training dataset in which critical atomic config-
urations for a particular application (simulation) of interest are
under-represented. Consequently, the ML force fields created
by training the KRR model on such data may perform poorly
for that specific application since the force predictions are
unreliable (and perhaps inaccurate) and can result in error
accumulation during MD simulations. The iterative-learning
strategy, of which the failed data augmentation is the most

critical component, can be used to overcome this limitation
and allow systematic improvements of ML force fields. This
procedure involves (1) preparing new data corresponding to
out-of-domain configurations extracted from the unsuccessful
test, (2) sampling this newly generated data and augmenting
(appending) the sampled data directly to the training set of the
selected force field followed by a retraining step, and (3)
testing the new generation of force fields to identify those that
show actual improvement and pass the tests. In this work, we
use an augmented data volume that is approximately 10−15%
of the current training data, although the optimum volume
should be determined by a more critical analysis. It can clearly
be seen from Figure S2 (of the Supporting Information) that
the augmented data, taken from the new data generated using
the configurations of the unsuccessful test, significantly
enlarges the domain covered by the training data of the failed
force field. The performance of this procedure for the cases of
Al and Cu is given in Figure 2.
Figure 2a shows the AA stacking-fault energy EAA computed

using DFT, EAM,58 and two generations of ML force fields
developed for Al, the second is generated by applying the failed
data augmentation procedure for an “original” force field from
the first generation. Since we have a pool of ML force fields
from each generation, we look at the statistical nature of the
improvement introduced by the failed data augmentation.
Using the DFT-computed EDFT

AA result as the reference, it can
be seen that the majority of the “pre-augmentation” ML force
fields underestimate EAA by ≳25% owing to the absence of
corresponding environments during training, whereas the EAM
potential used in this work overestimates EAA by ≳25%.
However, when one of the best preaugmentation ML force
fields was retrained on the new data augmented by atomic

Figure 3. Validations of three force fields developed for Al (top row) and Cu (middle and bottom rows) against four tests, including (from left to
right) stress/strain behavior, stacking-fault energy, phonon structure, and screw dislocation core structure. Technical details of the calculations can
be found in the Supporting Information.
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environments close to the AA stacking fault, significant
improvements in the EAA predictions can be observed clearly,
i.e., more than 60% of “post-augmentation” force fields display
less than 5% error in EAA.
Similarly, c11 computed by DFT, EAM,59 and two

generations of ML force fields developed for Cu is shown in
Figure 2c. Compared to DFT, the EAM potential used in this
work overestimates c11 by roughly 10%, whereas c11 computed
by pre-augmentation ML force fields ranges from 0.8 to 1.5
times the DFT result. The failed data augmentation procedure
significantly improves the ML c11 results, as a majority of the
post-augmentation force fields produce c11 within an error of
5%.
For the slab melting test, the Lindemann index qi was

computed to estimate the melting point of (111) slabs of fcc Al
and Cu. The Lindemann index qi, defined as the relative root-
mean-square interatomic distance (rij) fluctuation

60

q
N

r r

r
1

1i
i j

ij ij

ij

2 2

∑=
−

⟨ ⟩ − ⟨ ⟩

⟨ ⟩< (4)

measures the thermal fluctuations of N atoms in the system.
Near the melting point, qi departs abruptly from a small and
weakly linear regime for solids (∼10−2 in order), jumping to
∼10−1 or higher for liquids. Since qi is accessible within a MD
simulation, this index has been widely used to estimate the
melting point.61−63 This test is computationally too expensive
for DFT, thus only data from MD simulations using EAM and
the developed ML force fields that pass the other tests are
available. Computed qi, shown in Figure 2b,d, clearly indicates
that the EAM potential used herein captures the experimental
melting temperature Tm of Al (933 K) and Cu (1350 K) quite
well. The pre-augmentation ML force fields predict much
lower melting temperatures, i.e., ≃600 K for Al and ≃800 K for
Cu. However, by augmenting the training data with new
environments generated for liquid Al and Cu (obtained during
failed tests), the melting temperature predicted by the ML
force fields was significantly improved, approaching the
experimental values. We note that all our force fields are
tested sequentially, and the improved force fields discussed
next have passed all of the tests listed in Table 2, including the
c11, stacking fault, and slab melting test for which no initial
version of ML force field successfully pass.

3. RESULTS
Using the demonstrated iterative-learning strategy, we have
developed three new ML force fields, one for Al (using v(2))
and two for Cu (one uses v(1) and the other uses v(2)). The
parameters of these fingerprints were determined by
minimizing the RMSE of the force predictions. For v(1), we
used 32 ηks uniformly distributed in the log scale between 1 Å
and Rc, whereas for v(2), we used w = 0.3 Å and 32 aks

uniformly distributed between 1 Å and Rc. Similar to the v(1)-
based Al force field previously developed,27 the v(1)-based Cu
force field can also be used for MD simulations using the
31Mar17 (or newer) version of LAMMPS and can be
downloaded freely from https://khazana.gatech.edu/.
These force fields have been validated against the set of

realistic and stringent seven tests (Setion 2.3), with the results
reported in Figure 3 and Table 3. Figure 3 presents the stress/
strain curves, the stacking-fault energy, the phonon band
structure, and the screw dislocation core structure computed
using DFT, the EAM potentials, and the developed ML force
fields. For the stress/strain curve and phonon band structure,
all three ML force fields are better than the EAM potentials
used in this work in reproducing the experimental/DFT
results. In the other two tests, the ML force fields are
comparable with EAM.
The melting temperature Tm (estimated by monitoring the

Lindemann index) and the adatom diffusion barrier ΔE
extracted from MD simulations, employing EAM and the ML
force fields developed, are shown in Table 3. For reference, the
experimental value of Tm and the DFT-based NEB computed
ΔE are also provided. The melting temperature computed by
using the ML force fields is comparable with that computed
using the EAM potentials, whereas the adatom diffusion barrier
ΔE is closer than the reference values.
Because the developed ML force fields learn and predict

atomic forces directly but not as the derivatives of an energy,
the energy conservation of an MD simulation is not obvious.
The general trend is that the smaller the force prediction
errors, the better the energy conservation. In fact, the achieved
accuracy of the ML force fields in this class is sufficient for the
energy, calculated as an integration along the MD trajectory, to
be conserved, as demonstrated in refs 27 and 29 for NVT MD
simulations using LAMMPS.

4. CONCLUSIONS

ML force fields are generally interpolative in the nature.
Therefore, they are expected to behave correctly within the
trained configuration domain, whereas for applications
involving configurations outside this domain, they may be
inadequate. To resolve this deficiency, we have used an
iterative-learning strategy, systematically expanding the applic-
ability of AGNI ML force fields, and making them suitable for
targeted applications. This strategy was based upon a failed
data augmentation procedure and a series of application-
specific tests. Given a ML force field that is unsuitable for a
specific simulation (application), relevant atomic configura-
tions and forces are purposely augmented, improving the
behavior of this force field while keeping its performance on
other applications uncompromised. Using this strategy, we
have developed three ML force fields, one for Al and two for
Cu, that can simultaneously be used for various applications,

Table 3. Melting Temperature Tm (Estimated from the Lindemann Index Computation) and the Surface Energy Barrier
(Estimated from the Arrhenius Plot) Predicted Using the ML Force Field Developeda

Tm (K) ΔE (eV)

materials fingerprint expr. EAM ML DFT EAM ML

Al v(2) 933 ≃1100 ≃1000 0.040 0.040 0.050
Cu v(1) 1350 ≃1300 ≃1180 0.032 0.014 0.012
Cu v(2) 1350 ≃1300 ≃1130 0.032 0.014 0.036

aThe DFT value of ΔE was computed using the DFT-based nudged elastic band (NEB) method.
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including (elastic) stress/strain analysis, stacking fault energy,
and melting behavior simulations. We believe that this strategy
is generalizable, using which ML force fields for other materials
can also be developed. The reference data and force fields
generated within this work are available at https://khazana.
gatech.edu/.
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Schütt, K. T.; Müller, K.-R. Machine learning of accurate energy-
conserving molecular force fields. Sci. Adv. 2017, 3, No. e1603015.
(25) Botu, V.; Ramprasad, R. Learning scheme to predict atomic
forces and accelerate materials simulations. Phys. Rev. B 2015, 92,
No. 094306.
(26) Botu, V.; Ramprasad, R. Adaptive machine learning framework
to accelerate ab initio molecular dynamics. Int. J. Quantum Chem.
2015, 115, 1074−1083.
(27) Botu, V.; Batra, R.; Chapman, J.; Ramprasad, R. Machine
learning force fields: Construction, validation, and outlook. J. Phys.
Chem. C 2017, 121, 511−522.
(28) Botu, V.; Chapman, J.; Ramprasad, R. A study of adatom
ripening on an Al (111) surface with machine learning force fields.
Comput. Mater. Sci. 2017, 129, 332−335.
(29) Huan, T. D.; Batra, R.; Chapman, J.; Krishnan, S.; Chen, L.;
Ramprasad, R. A universal strategy for the creation of machine
learning based atomistic force fields. npj Comput. Mater. 2017, 3,
No. 37.
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