Chapter 9
Materials Data Infrastructure and Materials
Informatics

Joanne Hill, Arun Mannodi-Kanakkithodi, Ramamurthy Ramprasad,
and Bryce Meredig

9.1 Materials Data Infrastructure

The materials science and engineering (MS&E) community identified its collective
need for data infrastructure as early as the 1980s [1]. While interest around this topic
has grown markedly in recent years, there is still much work to do in order to meet
the field’s needs and unlock the potential benefits of advanced data infrastructure.
Data infrastructure plays an important role for fundamental materials researchers
as well as materials producers and materials-enabled product companies (MEPCs
or manufacturers whose products rely on advanced materials) as data generated
through laboratory investigations, the manufacturing environment, and customer
specifications need to be stored in an easily searchable, updateable, and accessible
infrastructure [3].

Currently, there is a drive to develop materials databases built around highly
structured processing and property relationships, as these will enable materials
informatics techniques and could assist with materials discovery, development, and
deployment [4-9]. The Materials Genome Initiative (MGI) [6] and the 2013 open
access memo from the White House Office of Science and Technology Policy
[10] are two examples of US-based efforts that are encouraging the community to
work toward solutions to meet the current infrastructure need. In addition to US
efforts, there are other international projects, such as the European Commission
Joint Research Centre’s MatDB [11] and the European Union’s NoMaD repository
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[12] that have been developed to address infrastructure requirements. The National
Institute of Materials Science in Japan is also looking at ways to extend their
existing databases to address this issue [5]. Table 9.1 is an extensive, yet inevitably
incomplete, list of the currently available materials data resources from around the
world [13].

As can be seen in Table 9.1, current infrastructure efforts in this field follow
one of two approaches. These are either (1) creating general databases that focus
on storing as much data as possible without imposing rigid structure or file
format restrictions such as National Institute of Standards and Technology’s (NIST)
DSpace repository [14] and the Materials Data Facility [15] or (2) creating databases
that are specific to a certain subdiscipline of materials and designed to store only
domain-specific information. The Inorganic Crystal Structure Database (ICSD) [16]
is one example of this type of database [2, 17].

9.1.1 Data Infrastructure Considerations

Materials data infrastructure comprises complex software involving many design
choices. A general architecture can be thought of in terms of three key features: (1)
data import, (2) data storage, and (3) data access. We explore these features in detail
below.

9.1.1.1 Data Import

Materials data are currently stored in a large number of different ways, dependent
on factors such as the area of research, data source, acquisition technique, and type
of post-processing. On one hand, ideally a materials infrastructure should be able to
support as many different data formats as possible and import documents regardless
of type. However, data are vastly more useful when they are structured in a way
that allows systematic search and analysis of the content, which is inherently more
difficult with greater diversity of data. This means that along with importability, an
ideal infrastructure should be able to structure uploaded data in a standardized way
to as great an extent as possible [2].

The ability to incorporate new data in real time is also becoming increasingly
important as data-intensive analysis approaches, such as materials informatics,
benefit from a continual stream of new knowledge [18]. In order for this to be
possible, there needs to be support for programmatic upload and download of data,
such as through an application program interface (API).
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9.1.1.2 Data Storage

There are many different technologies available for data storage, each with its
own advantages and disadvantages. As there is no ideal solution that suits all
needs, there are three main factors that need to be considered when choosing how
data should be stored. First is the structure of the data. This is important as the
storage mechanism used can impact the way in which the data can be stored,
imported, and retrieved. Second is the access pattern, including how often the data
will be accessed, where they will be accessed from, and what security the data
require. Finally, the storage mechanism must meet operational requirements for
query performance, security, data availability, and scalability. Many architectures
make use of multiple technologies. This allows for a custom solution that best suits
the application. Relational databases, non-relational databases, and object stores are
three examples of commonly used storage technologies [2].

Relational databases are well suited to data that fits into a relational model, i.e.,
data that can be stored in tables with columns and rows. Access to data stored
in this way is very fast, which makes it well suited to storing information that
needs to be returned quickly. User account information, session information, and
user authentication information are some examples of data that can be application
critical, necessitating short query times [19, 20].

Non-relational databases are used to store data that does not fit well into a
traditional relational database. It differs from a relational database in that it allows
any record to be accessed as long as the record key is known [21]. This method also
allows rapid access to data, and materials scientists are starting to see the benefits of
non-relational data storage [22].

Object stores, which manage data as objects, are scalable and resilient but have
a much slower response time and are thus not well suited to storing data that needs
to be accessed often or quickly. However, even though access is slow, object stores
can be useful for saving ground truth data that is very important but need not be
accessed often [23].

9.1.1.3 Data Access

Appropriate data access methods need to be selected based on the use case for the
infrastructure and data. In some instances, a user may simply need the original
documents returned, while in others they may need structured data in order to
perform complex queries or access specific data points from a larger dataset. Access
methods will also differ depending on whether the users require programmatic
access to the data or simply a graphical interface that allows them to search for
data of interest and download the required information. APIs are commonly used
for programmatic access to data, and many user interfaces are simply tools that
allow graphical access to data returned by the API [2].
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9.1.2 Data Standards

Along with the need for infrastructure and databases in which to store materials data,
there is also a critical need for widely accepted data standards. There are currently
a number of different schemas that have been developed to store materials data,
but these are generally very narrowly focused on a single subdiscipline within the
MS&E field. One example of such a schema is the Crystallographic Information File
(CIF) [24]. This format has become the gold standard for storing crystallographic
data, and it performs this function very well. However, it is very rigidly structured
and thus not suitable for storing any data that are more generalized. More general
schemas are starting to emerge for the materials community, but as yet there are not
any that have been widely adopted [25-28]. This may be due, at least in part, to the
inherent difficulty involved in creating a suitable schema. The schema needs to be
general enough to represent the wide variety of data that is generated in MS&E and
flexible enough to store data that may not have originally been considered by its
developers while not being so general that users realize no tangible benefits from its
adoption.

Different organizations have addressed and dealt with these requirements in a
number of different ways. Next, we take a look at four distinctive infrastructure
implementations from different groups.

9.1.3 Data Infrastructure: Citrination Platform

Citrine Informatics has taken an approach to data infrastructure that attempts to
balance the need for a general database that can incorporate cross-disciplinary data
from all areas of MS&E with the need to structure data in a way that makes it easily
accessible, searchable, and machine readable [2]. The Citrination platform [29] is
a single centralized location for data from various fields in the materials space and
can be used to store, access, and analyze structured and unstructured data within a
cloud-based infrastructure. Citrination stores data with the goal of making sure they
are both human searchable and machine readable for the purpose of algorithmic
data mining [2]. By consolidating and structuring data within a single infrastructure,
Citrine is able to readily use these data as training examples for machine learning
and other modeling techniques [18]. Further, Citrine expects that enabling cross-
pollination across disciplines and easy access to data will enable advancements in
materials that would not otherwise be possible [13].
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9.1.4 Data Standards: The Physical Information File

With predictably structured data being the most important prerequisite for the
successful implementation of materials informatics, Citrine has developed a hier-
archical data structure for storing materials data, called the Physical Information
File (PIF). This is an open-source, machine-readable structured format that can
accommodate complex materials data [30, 31].

The PIF was designed to represent very diverse data related to materials and
physical systems, ranging from the atomic to the macro scale, describing these
objects’ processing history and properties. The PIF also allows all of the information
from a system to be contained in a single file. For example, a file can contain
information about a wing for a plane, the parts that make up the wing and the
properties of the materials from which those parts are made. An example of this
can be seen in Fig. 9.1 [30].

The primary design goal for the PIF was to make it suitable for storing
vastly different types of materials data without making it too difficult to adopt
or understand [30]. The language to describe metals, alloys, and polymers differs
widely, but there is no reason that we should not be able to compare these classes of
materials on properties that are common to all, such as yield strength or toughness;
using a single-file format to store information on all of these materials greatly
simplifies this task [32]. The PIF cannot replace all data files for physical systems,
but it does provide a suitable way to store a broad variety of system-material-
processing-property information [30].

In order to enable the breadth and flexibility required in the PIF, we must
also allow for some ambiguity. For example, “heat of formation” and “formation
enthalpy” may occur separately in a single PIF record, while it could be argued that
these are the same concepts. However, as the data is machine readable, algorithms
and heuristics can be used to organize the data in a meaningful way for the required
application. For example, we could deploy software to make the determination that
given conceptual overlap within PIFs and other documents, numerical similarity,
unit similarity, heat of formation, and formation enthalpy are indeed synonymous.
Citrine Informatics has developed open-source tools for building files that use the
PIF schema and working with PIFs. This assists in lowering the barriers to use for
this data format [30].

9.1.5 Citrination Platform Architecture

The Citrination platform was developed to enable the entire materials community
to use a single cohesive data infrastructure for storing their research outputs. We
illustrate the basic architecture of Citrination in Fig. 9.2 [2]. The key design choices
underpinning the architecture relate to data import, storage, and access.
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Fig. 9.1 An illustration showing how the microstructural data for a material in a physical part
is stored hierarchically in the PIF from [33-38] (Copyright 2016 Materials Research Society.
Reprinted with permission) Note: S stress, N number of cycles

9.1.5.1 Data Import

The Citrination platform accepts documents of all types, through upload to the
web interface or through the hypertext transfer protocol (HTTP) API [39]. Once
files are successfully uploaded, a copy is stored, and then the file is processed
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Fig. 9.2 An illustration of
the data architecture used for
the Citrination platform from
[2] (Copyright 2016 by The
Minerals, Metals & Materials
Society. Used with
permission). White circles
represent entry points into the
system, the red box represents
an object storage system, b Data Import
green cylinders represent data < and Processing
management systems, and
purple boxes represent
application logic. The flow of
data through the system is
shown by the arrows

Web
Interface

Object
Storage

Record
Retrieval

Record
Search
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according to the level of support for the specific file format. The PIF is currently
the only fully supported file type, and PIF files are guided through the import
and processing pipelines. These records are loaded into the search and retrieval
databases, allowing for users to locate and use them again in the future. Unsupported
structured documents, such as spreadsheet files and experimental equipment output
files, are stored so that they can be processed once support for additional file
formats is incorporated on the platform. Unstructured files, such as academic journal
articles, books, patents, and company documents, are the most complex to handle
but often contain a wealth of valuable information. Citrine has built a variety of
tools and methods for performing structured PIF extractions from unstructured
documents [2]. Traditionally, extractions of this nature would be performed by
human experts, but that process is time-consuming and can be error prone [40].
Automated extraction of structured information from unstructured documents is an
area of active research [41].

9.1.5.2 Data Storage

As every data storage approach has pros and cons, the Citrination platform lever-
ages several different database technologies for specialized purposes. A relational
database is used to store user authentication and session information, as it provides
fast response times, required for this type of data. A long response time here
would make accessing the materials data unacceptably slow, as requests for this
information accompany every search. This data store needs to be resilient and
highly available, as it is critical to application access [2]. An object store is used to
store documents as they are uploaded to the site. Object stores are commonly used
in web applications, as they are considered scalable and resilient. All documents
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persist in the object store and provide a ground truth in the system: at any point,
these documents could be reprocessed to completely regenerate all the data in
Citrination. Object stores do not offer fast response times in comparison to other
technologies such as relational databases, but as the documents are accessed less
frequently than the data itself, this is acceptable for the Citrination use case. The
hierarchical structure of the PIF suits non-relational databases well, and the non-
relational database used for the Citrination platform serves a dual purpose. It is a
source of records, served up in the web interface or to the API, and it acts as a staging
area for new data before they are indexed in the search engine. The search engine is
required to make complex queries against large datasets, whether individual records
are structured or unstructured. Lucene [42] is a popular search engine application on
which Solr [43] and ElasticSearch [44] have been built. These software tools allow
for scaling and deployment of Lucene on cloud-based infrastructures. A custom-
built ElasticSearch plugin is used to index and query data on Citrination and allows
high-level support of materials and physics language [2].

9.1.5.3 Data Access

Citrination allows access to its data through either the HTTP API [39] or a graphical
web application [29]. The web application is simply an interface for the API that
allows users without programming experience to navigate through the data on the
system to retrieve records of interest. The web application can be used by anyone
and does not require a user to create an account; however, the API uses an API key,
issued only to registered users [2].

9.1.6 Data Infrastructure: Materials Data Curation System

As part of the National Institute of Standards and Technology’s push to develop
infrastructure to support the Materials Genome Initiative, researchers within the
Material Measurement Laboratory and the Information Technology Laboratory are
addressing two primary goals: (1) the materials community requires a system for
exchange of materials data in community-developed machine-interoperable data
formats, and (2) the materials community requires a decentralized mechanism for
discovery of materials data, tools, and other resources. Two of the solutions that
are being developed are the Materials Data Curation System (MDCS) and the NIST
Materials Resource Registry (NMRR) software [45]. These free and open-source
software projects enable the federated discovery and access of materials data and
metadata.
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9.1.7 Data Standards

NIST’s Materials Data Curation System makes use of various XML schemas to
store data in a consistent and repeatable fashion. A phase-based ontology is being
developed to facilitate data curation, and existing and new XML schemas will be
supported by the software. The aim of using XML schema for data storage is to
create custom data formats for experimental and simulated data of different types
and then to include low-level data and metadata, stored in a uniform way across
focus areas in the field. This method was identified as a way to allow researchers
to store their data in a format that is specific to their work while also trying to
eliminate some of the challenges traditionally encountered when dealing with the
typical diversity of materials data.

9.1.8 Platform Architecture
9.1.8.1 Data Import

XML templates defined to store data can also be used to generate forms that allow
users to enter data and load images and other files into the MDCS. This upload is
done through the web interface and allows users who may be unfamiliar with the
XML format to enter data correctly when a template for their data type already
exists or by using the template composer which is a graphical interface that can be
used to create the required XML files. Data that is uploaded is translated into BSON
and then back to XML as needed so that it is compatible with the database used for
this project. Users can also upload images and other file types.

9.1.8.2 Data Storage

To manage the heterogenous data that exists in the field of materials science
and engineering and to allow flexible and complex queries, the Materials Data
Curation System uses a combination of NoSQL databases and relational database
technologies for data storage. Data can also be harvested from other repositories that
support Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH),
and data, metadata, and other objects are stored in XML documents in a MongoDB
NoSQL database.

9.1.8.3 Data Access

For data access, APIs, web APIs, and data exchange facilities allow users to
interact with the infrastructure in a number of different ways. The web interface is
similar in appearance to the upload interface and is generated from the XML files.
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Users can download the XML and other data files to use as necessary. Due to the
transformability of XML files, there is also support to output files in other formats
such as comma-separated value (CSV) files.

The NMRR, in contrast to the MDSC, does not store data but rather allows users
to search across multiple different registries. This aims to allow users decentralized
access to materials resources, allowing users to share data by uploading resources
and metadata associated with these as well as to find data resources by using the
web interface or API. The NMRR provides a list of available resources, redirecting
users so that they can continue searching for data of interest [45].

9.1.9 Data Infrastructure: Materials Commons

The Materials Commons is an effort launched by a consortium of universities,
national laboratories, and academic publishers. It was established in 2014 to address
the goals of the Materials Genome Initiative and aims to provide open access to a
broad range of materials science data, making it easier to publish and discover data.
The Materials Commons has been designed to store experimental and simulation
information, to be a part of the scientific workflow, to manage provenance tracking,
and to provide this all in an open-source platform that allows collaboration and easy
searching for data of interest.

9.1.10 Data Standards

The data model adopted by the Materials Commons focuses on storing information
related to the processing-structure-property relationships. The data model stores
information about samples, processes, attributes, measurements, data files, and
dataset in addition to the provenance information for the data.

9.1.11 Platform Architecture
9.1.11.1 Data Import

A web interface and REST-based API have been developed to allow users to interact
and add data to the repository. There is also a command line tool that allows uploads
of large files or large numbers of files. Templates can be used in the web interface
to record measurements with their values and provenance information. Files related
to the measurements can also be uploaded.
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9.1.11.2 Data Storage

Datasets are stored with metadata to facilitate discovery. They are stored securely
in a system that can handle very large files. Stored files are versioned and can be
grouped into datasets and projects, and files can also be shared between projects. A
390-TB Isilon cluster is used for the data storage, and this is mirrored with redundant
file blocks within each mirror.

9.1.11.3 Data Access

The web interface allows search and browsing of the data in Materials Commons,
and the API and command line tools allow easier downloading of large or many
data files. Data is grouped into projects, and all projects are managed by a project
owner who controls access and assets. Data is searchable with search provided by
ElasticSearch. This search understands relationships between the different objects
in the system which allows search results to be returned based on indirect matches.
The system has also been designed in such a way that is easy to allow external
repositories to integrate with the Materials Commons search service.

9.1.12 Data Infrastructure: Materials Data Facility

The Materials Data Facility (MDF) is a collaboration among the University of
Chicago, Argonne National Laboratory, and the National Center for Supercomput-
ing Applications and is supported by NIST and the Center for Hierarchical Materials
Design (CHiMaD). The MDF aims to provide data infrastructure resources and
scalable shared data services to facilitate data publication and discovery.

The Globus publication system supports the cloud-hosted services. The choice
to use this service was made in an attempt to increase user adoption by providing
web-based interfaces, by lowering costs, and by removing the need for management
and maintenance by the end user. The functionality provided by Globus is used in
conjunction with the DSpace institutional repository system.

9.1.13 Data Standards

The Materials Data Facility does not enforce structure on the data that it stores but
rather allows users to add descriptive metadata to enable users to search through the
data and to provide context and meaning to files they share. The metadata is arbitrary
and extensible; however, collections of data can have optional or required metadata
fields that are specified by administrators. The aim for this method of describing
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data is that users will be able to reuse schemas and follow standards that facilitate
data sharing.

9.1.14 Platform Architecture
9.1.14.1 Data Import

Users can upload data to MDF by installing the Globus endpoint, authenticating
to the MDF data publication service, selecting the data to share, and then providing
metadata about the source of the data, measurement conditions, etc. to facilitate with
data access and reuse.

9.1.14.2 Data Storage

The MDF allows users to store datasets with their associated identification and
description and allows users to specify requirements for data completeness and level
of curation. Data is stored in the cloud and managed using Globus models.

9.1.14.3 Data Access

Access to the repository is possible through either the web interface or REST API
interface. The uploaded data also becomes searchable using the metadata provided
by the uploader. Globus data access models allow users to download and transfer
files from the cloud to a user’s local storage system [46].

9.2 Materials Informatics

Experiments, theory, and simulation have for decades been considered the three
pillars of scientific exploration, but today data-intensive science is emerging as a
fourth [47]. The field of MS&E has historically been cautious in adopting new
research approaches, but the potential value of data analytics to the materials
community is becoming more apparent. Materials informatics involves using
algorithms to analyze large-scale materials data with the aim of providing novel
insight and addressing key materials challenges [13]. The popularity of and interest
in informatics is rapidly growing, and it is gaining more mainstream acceptance
and visibility. Government, nonprofit, and private efforts are focusing on new ways
to perform data analyses, method development, and rapid data collection, as it is
believed that materials informatics will be able to accelerate the time frame for
material development from invention to deployment. This is currently a process that
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Table 9.2 Invention dates and commercial deployment dates of various materials

Materials technology | Year invented | Commercialization | Years (approx) Citation

Vulcanized rubber 1839 Late 1850s 20 [50]
Low-cost aluminum 1886 Early 1900s 15 [50]
Teflon 1938 Early 1960s 25 [50]
Velcro Early 1950s Early 1970s 20 [50]
Polycarbonate 1953 About 1970 20 [50]
GaAs Mid-1960s Mid-1980s 20 [50]
GaN 1969 1993 24 [51]
NdFeB magnets 1983 Late 1980s 7 [52]
Li-ion batteries 1976 1991 15 [53]
Ferrium M54 2007 2015 8 [54]

Image from Ref. [32] licensed under Creative Commons Attribution 4.0 International Public License
(https://creativecommons.org/licenses/by/4.0/)

Materials Informatics \ / Computational Materials Science \
Algorithmically analyzing large quantities of Physics-based simulations of materials
materials data to produce approximate behavior, wherein governing physical
statistical models of materials behavior. equations are solved numerically in
Relies on physically meaningful patterns in software. Based directly on known physics,
training data, not explicit physics. not patterns observed in data.
Example tools: machine learning algorithms Example tools: density functional theory,
(e.g., neural networks, random forests) molecular dynamics, dislocation modelling,
computer vision, dimensionality reduction, CALPHAD, phase field simulation, ICME
feature selection, cross-validation. / \ framework

Fig. 9.3 Definitions of materials informatics and computational materials science, highlighting
the distinctions we see between these broad areas of materials research (Reprinted from Ref. [3].
Copyright 2016, with permission from Elsevier)

can take from 10 to 20 years, and there has been widespread international interest in
reducing this time frame [48, 49]. The time to market for a number of well-known
materials is shown in Table 9.2 [32].

To date, materials informatics has not been featured as prominently in industry
as physics-based computational materials methods, but it is gaining popularity, and
companies such as IBM have announced their intentions to use materials informatics
to assist materials discovery [55]. Materials informatics is distinctly different from
computational materials science, which uses physics-based approaches such as
density functional theory (DFT), molecular dynamics, or phase-field simulations to
model material behavior. In contrast, materials informatics comprises a set of purely
data-driven approaches that do not presuppose an understanding of underlying equa-
tions or physics principles. It is also not specific to computational researchers, as
experimentalists can directly benefit from using materials informatics for modeling
and data analysis [13] (Fig. 9.3).
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9.2.1 Advantages of Materials Informatics

Materials informatics tools can be packaged and delivered in such a way that they do
not require a user to have extensive knowledge of computational materials methods.
They are also entirely empirical and thus are able to model phenomena that are not
easily described by equations or neat physical descriptions. Specifically, materials
informatics can be used to model phenomena that are not yet fully understood [18].
Phenomena such as corrosion and aging in alloys are two examples of properties that
are extremely difficult or costly to simulate using traditional computational methods.
Data-driven informatics-based models are well suited to addressing these types of
questions. Informatics techniques can learn from a set of data that can be easily
generalized to new materials and formulations [56—58]. In addition to this, materials
informatics is typically computationally inexpensive and enables a user to abstract
away important underlying physical details such as property variations as a function
of crystal structure [59]. The key inputs to materials informatics are (1) sufficient
training data, (2) descriptor sets that convert materials phenomena into vectors, and
(3) choice of algorithm(s). Descriptor selection in particular is a crucial decision, as
this choice has been shown to strongly impact the performance of models [60].

There can be benefit to using materials informatics in conjunction with traditional
computational methods. Informatics can generate additional insight either by (1)
using the outputs of simulation techniques as inputs for higher-level machine
learning models or by (2) using the outputs of materials informatics methods
as inputs to computational models when key parameters are otherwise unknown
[13, 18]. Another promising area of synergy between computational materials
science and materials informatics is the possibility of closed-loop, informatics-
driven simulation workflows, wherein materials informatics algorithms iteratively
learn from simulation outputs and then select the next simulation to run [61].

9.2.2 Applications of Materials Informatics

Materials informatics has historically focused on fundamental materials design and
discovery at a laboratory scale [62], but the potential considerable practical impact
exists further downstream in the materials life cycle. It is becoming increasingly
clear that there must be a link between materials development, manufacturing, and
life cycle. Areas such as manufacturing, research and development (R&D), and
product design can all benefit from the use of materials informatics, with informatics
addressing discovery, selection, and optimization for use as well as certification
and manufacturing [32]. A particularly thorny problem is the gap between early-
stage R&D and scale-up; a new material may have extremely promising properties
in laboratory investigations but prove resistant to practical production at scale.
Informatics tools can play a valuable role in coordinating knowledge across the
materials life cycle to mitigate these challenges. Closely coupling theory, data, and
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experiment promises to accelerate materials development and deployment [63—65].
Materials informatics in particular allows researchers to move faster and make better
decisions [18]. One valuable role for informatics is assisting product developers
when they consider the challenges and opportunities in the selection, manufacturing,
and qualification of new materials [32].

9.2.2.1 Manufacturing

Materials informatics, which can optimize materials-related variables and help
address the unique challenges organizations face in manufacturing, has an important
role to play in industry. Informatics can be useful in manufacturing as it is well
suited to performing key end-use analyses such as lifetime predictions (where it can
correlate materials signals with product lifetime) and quality assurance (detecting
the likelihood of defects occurring based on upstream data). Informatics can also be
used for automatic process correction in cases where processes may drift over time
and need to be adjusted or to maximize yield [18].

Smart manufacturing is an emerging area of interest that goes hand in hand with
materials informatics. In smart manufacturing, devices used in the manufacturing
process are connected to the Internet, and ubiquitous sensors are used to gather large
amounts of data relating to environmental parameters such as temperature, pressure,
flow rate, and more. These data provide an excellent foundation upon which
materials informatics can be applied to gain valuable insight into the manufacturing
process [60]. Integrating large-scale data collection methods into the manufacturing
process in this way is becoming increasingly important as systems become more
complex, and exciting but less well-understood production routes, such as additive
manufacturing, are growing. The pharmaceutical industry has been aware of these
processing issues for some time, as this industry must work with systems that are
understood phenomenologically rather than mechanistically. These processes are
often too complex to model theoretically but can be modeled using data-intensive
approaches. At a later stage, if a mature mechanistic understanding is gained, then
a theoretical approach can be applied to reap additional benefit [32].

9.2.2.2 Research and Development

Materials informatics can play a very important role in R&D. It is able to address
many of the practical R&D requirements of companies, such as reducing the
risk involved in research and development by optimizing materials selection and
ensuring that new products are likely to have acceptable lifetime, are manufacturable
with sufficient yield, and can be produced at scale [18]. Materials informatics can
also be used to predict crystal structure [66, 67] or physical properties [68-71],
to approximately model first-principle results, for materials discovery [72] and for
other fundamental applications [73-75].
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9.2.2.3 Product Design

Green-field discovery is important when identifying new materials with useful
properties, but it is also important to look at ways to identify interesting materials
from within better-known search spaces. In many cases, suitable materials for a
new application have already been identified for other purposes, and it is then just
a matter of identifying these candidates and repurposing them for new applications
[32]. Materials informatics is useful to solve materials selection problems, allowing
customers and product designers to enumerate requirements and predictively match
them to suitable products and vendors. There have been a number of cases where
materials targeted for one specific purpose or industry have later been used in
completely unrelated products with great success. One example of this is the
poly(ethylene-vinyl acetate), which is used in both the NuvaRing [76], a contra-
ceptive, and the Croslite® foam used for structural support in Crocs™ footwear. In
these cases, it is a desirable combination of properties that makes these materials
suitable for the applications. Crossover successes like these are not commonplace
in materials, even though exploiting commonalities in engineering requirements is
becoming increasingly critical. One reason for this is that there is currently no easy
way to search and analyze the properties of all existing materials in order to identify
one that may be suitable for a new application. Materials informatics can be helpful
in this regard; in addition to being able to identify candidates for new materials that
could have the required performance characteristics, it can also be used to search
existing materials for ones that possess the required properties.

9.2.3 Materials Informatics Limitations

As with all techniques, there are limitations to what can be achieved with materials
informatics. Informatics-derived predictions will always contain error, based on the
quality and quantity of underlying training data used to parameterize the informatics
models. While materials informatics is well suited to identifying existing materials
that may exhibit properties within a required range and predicting new chemistries
that are likeliest to possess desired characteristics, it is (perhaps frustratingly)
never able to prove a negative result. For example, we may be interested in
asking an informatics framework to search for high-temperature superconductors,
but of course we have no a priori knowledge of whether a room-temperature
superconductor is at all realizable. We may search for a time and achieve no positive
result, but we cannot know whether informatics has indeed satisfactorily explored
the entire search space.

Further, real-world materials design work is never a simple case of maximizing
a single parameter (such as T.), as there are many property interrelationships,
constraints, and trade-offs that require consideration [18]. Specifically, the Pareto
front is the high-dimensional design surface over which any improvement in one
material property is only achieved through a corresponding sacrifice of another
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property [77, 78]. This construct implies that many desirable combinations of
properties are simply unattainable. Finally, during development of new materials,
it is often a challenge to determine at the outset (even with informatics) whether it
is feasible to manufacture these materials at the required scale or whether the cost
of the materials will be prohibitive.

9.2.4 Challenges in Materials Informatics

The principal challenge for those wishing to use materials informatics and data-
intensive research approaches is data availability. Even though open-access models
are becoming more popular with publishers, and government funding agencies are
beginning to enforce data-sharing policies, there is still a distinct lack of clear
incentives for data sharing. Further, the most common practices for storing data have
led to a highly siloed, difficult-to-access materials data landscape. The majority of
data available today are not structured in a way that is machine readable, and thus
creating usable training sets for materials informatics can be a very time-consuming
process.

Beyond data accessibility, materials informatics requires that input data are
structured in a consistent, structured format that enables researchers to readily
understand and repurpose others’ outputs. Other fields, such as genomics, have
already moved toward adopting more consistent data formats, but materials science
is lagging behind in this respect. Task forces and working groups have tried to
address this need on many occasions, but, as yet, there are no systems or set of
standards that have been widely adopted. Citrine Informatics’ JSON-based PIF
format was developed in response to this issue, but its ultimate success can only
be gauged by community adoption [13].

An important subtlety to the successful application of materials informatics is
data diversity, specifically in terms of negative results. Informatics-based techniques
“learn” the principles of materials science from exposure to many examples, not
unlike human scientists. Thus, it is crucial that training data faithfully sample
the true physical distributions of materials behavior. Unfortunately, the published
research literature tends to focus on only the very best materials that often perform
many standard deviations above the mean. Data for poorly performing materials,
on the other hand, often are disregarded or forgotten. The materials science
community would simultaneously benefit from greater reproducibility and unlock
far greater potential in materials informatics if these negative results were widely
disseminated [18].

Even in the face of these challenges, materials informatics has already been used
successfully in several different areas. The case studies that follow provide more
information and detail around a handful of these success stories, reinforcing the
value of materials informatics in the field.
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9.2.5 Materials Informatics Case Studies

Citrine Informatics uses materials informatics to analyze data across length scales
from the atomic to macroscale, primarily targeting industrial applications. The
company specializes in analyzing materials and product behavior [18] and using
underlying physical data to inform product design and manufacturing, as illustrated
in Fig. 9.4 [3].

Citrine has been involved in a number of projects both in industry and academia,
predominantly within materials R&D. Some example industrial use cases include
vehicle lightweighting, solar materials development, formulations development,
phosphor development, and more.

9.2.6 Thermoelectric Materials Discovery

In one study, machine learning drove the development of an unexpected class
of thermoelectric candidates with chemical formula RE;;CosBi (RE = Gd, Er).
This class of materials is quite distinct from more commonly studied structural
families such as chalcogenides, skutterudites, and Zintl phases. Here, the authors
used materials informatics techniques to prescreen 25,000 candidates across the
key property dimensions of Seebeck coefficient, thermal conductivity, electrical
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Fig. 9.5 Most known thermoelectric materials lie in a tight cluster in composition space (black
and blue dots; blue dots have chemical formulae explicitly labeled). The recommendation engine
allows the identification of new thermoelectric material families that are well outside the existing
composition space of common systems in the Gaultois et al. database. In particular, we report
the characterization of RE12Co5Bi (RE = Gd, Er; orange squares), which are chemically and
structurally distinct from known thermoelectrics (Image from Ref. [59] licensed under Creative
Commons Attribution 4.0 International Public License (https://creativecommons.org/licenses/by/
4.0/))

resistivity, and band gap and also deployed their trained models on the web
(thermoelectrics.citrination.com) to allow researchers to make real-time property
predictions for compounds of interest to them. Figure 9.5 demonstrates how the
chemical compositions of the newly discovered materials differ substantially from
current thermoelectrics. In seeking new materials with improved properties, mate-
rials researchers often restrict their search to the general neighborhood of known
materials because the yield of intuition-driven green-field searches is prohibitively
low; materials informatics enables scientists to circumvent this challenge and allows
the identification of completely new compositions that show promising results with
little overhead [59, 60].

9.2.7 Design of Polymer Dielectrics

Polymer dielectrics form essential components in applications such as electrical
insulation, capacitive energy storage, organic photovoltaics, and flexible, stretch-
able, and wearable electronics. In terms of their dielectric or electronic potential,
significant portions of the polymer chemical space remain unexplored and untapped
today. This example is a demonstration of how a combination of first-principle
computations and machine learning techniques led to the development of “on
demand” design models for advanced organic polymeric dielectrics.

A chemical subspace of polymers was chosen for this study, shown in Fig. 9.6.
Any n-block polymer here is constituted of n of the seven basic chemical blocks,
connected linearly with each other [79, 80]. A number of 4-block polymers (284
to be exact) were selected for computational data generation purposes; for each of
these polymers, the three-dimensional packing and ground-state crystal structure
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Fig. 9.6 The organic polymer chemical space selected for computations (Reproduced from Ref.
[85]. Copyright © 2016 by John Wiley Sons, Inc. Reprinted by permission of John Wiley & Sons,
Inc.)

were predicted using the minima hopping method [81], following which density
functional theory (DFT, as implemented in VASP [82]) was used to calculate the
electronic band gaps (in eV, using the HSE06 functional [83]) and the dielectric
constants (using density functional perturbation theory, or DFPT [84]), separated
into the electronic and the ionic components. The series of steps involved in the
data generation step are listed in Fig. 9.7a.

Maximizing both the dielectric constant and the band gap is necessary to improve
the energy storage capacity of the polymer [79, 80, 85, 86], which is why we
focus on these properties here. The total dielectric constant (g) iS given by
the sum of the electronic (ggec) and the ionic (gjonic) components; the computed
dielectric constants have been plotted against the computed band gaps (Eg,;) in Fig.
9.2b. Given all these data, we next apply machine learning techniques to (a) draw
correlations between crucial polymer features and the properties and (b) develop
property prediction models as a function of the features [80]. Now, an essential
intermediate step to performing machine learning on the computational data is to
“fingerprint” the polymers, that is, to reduce them into sets of unique representative
vectors: here, three kinds of chemo-structural fingerprints were used (My, My and
M), each quantifying the types of constituent blocks and block combinations in the
polymer. M considers the number of times each of the seven blocks appears in the
polymer chain, My considers the pairs of blocks, and My considers the triplets of
blocks, forming a hierarchy of polymer fingerprints that contain increasing amounts
of information.

Figure 9.7c, d shows the linear correlation coefficients between the four different
properties and the components of fingerprints My and My, respectively. This
immediately enables us to identify the blocks and block pairs we are looking
for in the polymer chain for a high/low dielectric constant/band gap. Dielectric
polymer design rules can now be devised—for instance, more CH,-CH, and CHj,-
O pairs in the polymer chain will lead to higher band gaps but lower electronic
dielectric constants. Whereas such a qualitative analysis is in itself very revealing,
even more valuable is to map the polymer fingerprints to their properties using
regression algorithms to develop quantitative predictive models. We used kernel
ridge regression (KRR) [87] and the three fingerprints for this purpose to train
prediction models for three properties; the best results were obtained with My and
are shown in Figs. 9.8 and 9.9.
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Fig. 9.7 (a) Steps involved in generating the computational database of four-block polymers.
(b) DFT-computed dielectric constants (electronic, ionic, and total) plotted against the band gaps
for four-block polymers. (¢) Coefficients of linear correlation between various chemical building
blocks and the properties. (d) Coefficients of linear correlation between various pairs of chemical
building blocks and the properties (Reproduced from Ref. [80] licensed under Creative Commons
Attribution 4.0 International Public License (https://creativecommons.org/licenses/by/4.0/)

Around 90% of the total computational data were utilized in training the model,
which was then tested on the remaining points. In the parity plots presented in
Fig. 9.8a—c, the relative prediction error distributions are shown with insets, and
the average errors for each property are seen to be less than 10%. This means that
we have developed machine learning (ML) models which, given the fingerprint of
a new polymer, instantly predict the dielectric constants and band gaps within an
acceptable limit of accuracy as compared to actual DFT computations. To test the
true predictive capability of the ML models, 28 random 8-block polymers were
selected (given the model training was on purely 4-block polymers, this is an out-of-
sample expansion) and computed their properties from DFT. Figure 9.4 shows that
these values match quite well with the ML predictions. For any given population
of n-block polymers, one can enumerate all the possibilities, fingerprint them, and
compute the properties for all—this will enable us to populate the plot in Fig. 9.2b,
leading to numerous more potential dielectric candidates.
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9.2.8 Dielectric Breakdown

Predictive dielectric breakdown theories are critical to understanding the behavior
and failure of dielectric insulators experiencing extreme electric fields. The intrinsic
dielectric breakdown field of insulators is the theoretical limit of breakdown,
determined purely by the chemistry of the material, i.e., the elements the material
is composed of, the atomic-level structure, and the bonding. In this example,
the intrinsic breakdown field was computed for a variety of model insulators
(shown in Fig. 9.10) using laborious first principles calculations, following which
machine learning schemes were used to reveal analytical relationships between the
breakdown field and easily accessible material properties [88]. Such general models
can guide the screening and systematic identification of high electric field-tolerant
materials.
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Fig. 9.9 Comparison of ML model-predicted band gaps and dielectric constants of several
randomly selected eight-block polymers with their DFT-computed properties (Reproduced from
Ref. [80] licensed under Creative Commons Attribution 4.0 International Public License (https://
creativecommons.org/licenses/by/4.0/)

The Frohlich-von Hippel dielectric breakdown criterion [89, 90] implemented
within a first-principle density functional theory (DFT) framework [91] was used
to compute the breakdown strengths of the 82 inorganic compounds. DFT was
further applied to calculate the following properties to act as primary features for
the materials, so that correlations could be drawn between them and the breakdown
fields: band gap, dielectric constant, maximum and mean phonon cutoff frequency,
bulk modulus, mass density, and nearest neighbor distance. The details of all the
calculations (using software packages Quantum ESPRESSO and VASP) are given
in ref [88]. The most important motivation for developing a phenomenological
model of intrinsic dielectric breakdown is that the DFT approach to predicting this
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maximum known values). (b) DFT-computed intrinsic dielectric breakdown field for 82 reference
insulators (including 79 binary compounds and 3 elemental materials (Reproduced from Ref. [88].
Reprinted with permission from Ref. [88]. Copyright 2016 American Chemical Society)
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Fig. 9.11 Schematic workflow used in the data-driven discovery of a phenomenological model
of intrinsic dielectric breakdown. While KRR and RFR attempt to predict the intrinsic dielectric
breakdown field of a material given a set of eight primary features, the least squares pathway
discovers the functional relationship between the intrinsic dielectric breakdown field and a set of
compound (nonlinear) features identified by the least absolute shrinkage and selection operator
(LASSO) (Reproduced from Ref. [88]. Reprinted with permission from Ref. [88]. Copyright 2016
American Chemical Society)

property, although general and accurate, is exceedingly computationally intensive
even for the simple elemental or binary dielectrics (composed of just two atoms per
primitive cell) considered here.

For machine learning, all the materials were converted to representative descrip-
tors, the easiest of which were using the eight primary features. In order to capture
the inherent nonlinearity in the relationships, compound features were derived out
of the primary features using some prototypical functions, such as x, x2, In(x), or
e*. Given that this leads to nearly 200,000 compound features, a least absolute
shrinkage and selection operator (LASSO)-based approach was used to extract the
most important features that can act as the material descriptors to yield the best
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Fig. 9.12 (a) Coefficient of determination (R2) of different models with and without cross
validation, for £2-dimensional descriptors. While €2 ranges from one to eight in the case of KRR
and RFR models, it ranges from one to three in the case of the LASSO-LSF model. R2 has also been
estimated and shown for four new compounds (Li2S, Na2S, SrCi2, and ZrO2) not already included
in original data set. (b) Parity plots comparing DFT-computed intrinsic dielectric breakdown field
with the values as predicted by the KRR, RFR, and LASSO-LSF models, for the training and
test sets (belonging to the original set of 82 compounds), as well as for the 4 new compounds.
(c) Design maps for the prediction of intrinsic dielectric breakdown field using the band gap and
phonon cutoff frequency. The corresponding values of these two properties of the 82 benchmark
materials are indicated using dots and further highlighted by shading; the four new compounds
have also been indicated (Reproduced from Ref. [88]. Reprinted with permission from Ref. [88].
Copyright 2016 American Chemical Society)

predictive models. Three kinds of learning algorithms were used here: kernel ridge
regression (KRR), random forest regression (RFR), and a linear least squares fit
based on the LASSO down-selected features (LASSO-LSF). The entire procedure
used in this example is distilled down to a schematic workflow in Fig. 9.11, and
the learning performances with the three algorithms (using different descriptor
dimensions) are shown in Fig. 9.12.
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The best performing 2D descriptors using both KRR and RFR involved the
band gap and the phonon cutoff frequency. In the case of LASSO-based prediction,
two different 1D compound descriptors were found to be equally good, and both
included functions of the band gap and the phonon cutoff frequencies. Reaching a
compromise between model complexity and prediction accuracy, the LASSO-LSF
approach provided the following relatively simple explicit functional form for the
breakdown field: F, = 24.442exp(0.315 Eg®wmpax). Thus, machine learning was able
to point out the two most important contributing factors to the intrinsic breakdown
fields of inorganic compounds. The generality of the prediction models was tested
by making predictions for four new materials not included in the learning process
at all (as shown in Fig. 9.3b) and were seen to match reasonably well with the DFT-
computed values. Recently, this machine learning approach was applied on a dataset
of ABXj3 perovskites to compute their intrinsic dielectric breakdown strengths [92].
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