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The quantum mechanical basis of in-
trinsic breakdown was set out in the 
1930s, but only recently can we im-
plement these ideas accurately, from 
first principles.

Introduction
The story of intrinsic dielectric breakdown in a modern con-

text starts around 1930, when researchers such as von Hippel, 
Zener, and Fröhlich started to explain electrical breakdown, first 
using semi-classical theories and eventually using quantum me-
chanics. Von Hippel “got it right,” and implementation of his 
ideas using modern computational quantum mechanics provides 
an excellent estimate of intrinsic breakdown, as shown in this 
article. Between von Hippel’s early work and present implemen-
tations using computational quantum mechanics, a number of 
semiempirical approaches were implemented, some of which 
provided excellent agreement with measured data over their lim-
ited range of applicability.

Intrinsic breakdown refers to the electric field which will 
cause breakdown of a “perfect” material in a very short time, 
i.e., without the effects of high field aging. The measurement of 
intrinsic breakdown is always problematic, as “perfection,” even 
in crystalline materials, is difficult to achieve on a macroscopic 
basis. Electrode–material interfaces are never “perfect,” and, in 
principle, the position of the electrode Fermi level within the 
band gap and relative to impurity states can affect the break-
down field. Thus when metallic electrodes are employed, many 
tests must be carried out, and the intrinsic breakdown field is 
taken as the upper limit of the experimental data. More recently, 
intrinsic breakdown has been measured using an intense optical 
field, which, for transparent materials, avoids electrode effects. 
The electric field of electromagnetic radiation can be related 
to its energy density (J/m3) by the energy density of an electric 
field, εΕ2/2, where E is the optical electric field and, for an opti-
cal field, ε is the electronic component of the material dielec-
tric constant, typically about 20 × 10−12 F/m (relative electronic 
dielectric constant of about 2.2), which results in an index of 
refraction of n = √2.2 = 1.5. The power (W) or intensity (W/
m2) of a laser can be related to the energy density (ED, J/m3) 
through (1)
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where P is the power of the laser (W), I is intensity (W/m2), n is 
the index of refraction of the dielectric, c is the speed of light in 
vacuum, and A is the area to which the optical beam is focused. 
If we equate this to the energy density from the electric field, we 
arrive at (2)
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A 100-kW pulsed laser focused to an area of 10−10 m2 can 
achieve an electric field in the range of 700 kV/mm, with the 
field increasing as the square root of the power. By focusing 
a pulsed laser into a transparent dielectric sample, the laser 
power (electric field) at which the sample is damaged can be 
determined by applying successively greater power pulses and 
inspecting the sample after each pulse. This approach allows a 
small volume to be tested, which minimizes the likelihood of 
defects, and avoids electrode effects. Most such data have been 
generated with CO2 lasers (10.6 μm) or YAG lasers (1.06 μm). 
The period of the light is given by τ = λn/c, where λ is the wave-
length. Thus for 10.6-μm radiation in a medium with n = 1.5, 
the period is about 50 fs (50 × 10−15 s) while for 1.06-μm radia-
tion, the period would be an order of magnitude shorter, at about 
5 fs. Under high electric field conditions, in which an electron 
gains energy from the electric field and loses energy to the “lat-
tice” (phonons), an electron has a characteristic time constant 
for coming to equilibrium. To first order, this can be taken as 
the mean time between electron–phonon scattering events which 
are likely to change both the energy and momentum (direction) 
of the electron. If the optical period is short compared to the 
mean time between scattering events, the reversal of the opti-
cal field between scattering events tends to reduce the energy 
transferred from the field to an electron. If the optical period 
is long compared to the mean time between scattering events, 
then the electric field is “quasistatic” in the context of scattering 
events, and the electric field for optically induced breakdown 
will be similar to the dc breakdown field. As will be shown be-
low, the mean time between electron–phonon scatter events is 
sufficiently short that optically induced breakdown, even at 1.06 
μm, should be very close to the dc value.

In addition to laser-based measurements of transparent bulk 
materials, a great deal of work has been published on breakdown 
of thin SiO2 films as related to gate oxides, some of which ad-
dresses intrinsic breakdown [1]. Since the thin films are usually 
part of electronic devices, current–voltage characteristics can be 
measured, and breakdown fields can also be measured relatively 
easily.

Historical Overview of Intrinsic  
Breakdown Theory

In 1932, von Hippel [2] postulated that breakdown occurs 
when the “average electron” gains energy more rapidly from the 
electric field than it loses energy to the lattice (i.e., to phonons) 
for all electron energies less than that needed to produce impact 
ionization, which is often called von Hippel’s low energy crite-
rion for breakdown [3]. Von Hippel explained breakdown theory 

qualitatively, e.g., he did not give an expression for the electron–
lattice collision rate or electron energy loss rate.

Zener’s field emission theory (1934) proposed an alternative 
mechanism which assumes that breakdown occurs as a result of 
field emission, e.g., that in an electric field, electrons can tunnel 
from the valence band to the conduction band without changing 
energy [4]. He also derived an expression for the probability that 
an electron will make a transition to the conduction band; how-
ever, Zener’s approach is not consistent with the temperature 
dependence of the intrinsic breakdown field [5].

In 1937 Fröhlich [6] proposed a theory of intrinsic breakdown 
based on impact ionization which differs from von Hippel’s ap-
proach primarily in the condition postulated for breakdown. 
Fröhlich postulated that breakdown occurs when the electric 
field is sufficiently large that electrons in the high energy tail of 
the electron energy distribution, which have sufficient energy to 
cause impact ionization, gain more energy from the field than 
they lose to phonons (Fröhlich’s high energy criterion). Fröhlich 
made a quantitative calculation of the breakdown field which 
assumes that only longitudinal optical phonons interact with 
electrons. His calculation is based on a quantum mechanical 
derivation of the electron relaxation time. Both von Hippel and 
Fröhlich neglect the interaction of electrons with nonpolar (i.e., 
acoustic and transverse optical phonon) modes of vibration.

In 1981, Sparks [7] proposed a breakdown model based on 
analytical approximations which agrees well with experimental 
laser breakdown data, including the magnitude and temperature 
dependence of the breakdown field, pulse-duration dependence, 
material dependence, and wavelength dependence. The good 
agreement with measured breakdown field is the result of more 
realistic electron–phonon scattering rates used in his calculation, 
e.g., both acoustic and optical phonons are included. Quantita-
tive calculations of breakdown field by both Fröhlich and Sparks 
were performed only for alkali halides, since the simple structure 
of these materials eases the derivation of analytical solutions.

In 1994, D. Arnold from IBM presented a detailed theoreti-
cal study of impact ionization related to transport phenomena in 
SiO2 thin films [1], in which the Boltzmann transport equation is 
integrated with the Monte Carlo method using electron–phonon 
scattering rates derived from photo-induced electron transmis-
sion experiments. The study shows that acoustic phonon scat-
tering accounts for the high energy tail in the electron energy 
distribution, and breakdown in SiO2 thin films might be caused 
by the cumulative degradation of the thin film structures near in-
terfaces, primarily by hot electron–induced hydrogen chemistry. 
In the last few years [8]–[10], first principles quantum mechani-
cal methods for calculation of electron–phonon scattering rates 
have been pursued. Development of the intrinsic breakdown 
theory is summarized in Table 1.

Avalanche Breakdown Theory
Most theories of intrinsic breakdown start from the hypoth-

esis of an electron avalanche [2], [3], [6], [7], [13]. The general 
features of electron avalanche breakdown theory include the ac-
celeration of a conduction electron by the electric field, the loss 
of energy from electron to phonons, the generation of a second 
conduction electron accompanied by a loss of kinetic energy of 
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the first electron through impaction ionization, and the repetition 
of impact ionization until the electron concentration is sufficient 
to damage the material.

Von Hippel’s Low Energy vs.  
Fröhlich’s High Energy Criterion

As stated above, von Hippel’s low energy criterion for ava-
lanche breakdown is that the energy gain from the electric field 
must be greater than the energy loss to phonons for all energies 
from the conduction band minimum (CBM) to the threshold for 
impact ionization. The physical basis of this criterion is that (1) 
when the electron energy reaches the threshold for impact ion-
ization, one electron with the impact ionization energy will be 
replaced by two electrons at the CBM, and the process can re-
peat leading to electron multiplication, avalanche formation, and 
breakdown and (2) that if the energy loss to phonons is greater 
than the energy gain from the electric field for any electron ener-
gy between the CBM and the impact ionization energy, electrons 
will collect at that energy and never reach the energy required 
for impact ionization. Von Hippel’s criterion is consistent with 
an average electron model, as his criterion does not depend ex-
plicitly on the tails of the electron energy distribution.

Fröhlich’s high energy criterion is based on the high energy 
tail of the electron energy distribution which, quite logically, 
should precipitate breakdown. As a result, he requires only that 
the energy gain from the electric field be greater than the energy 
loss for phonons for electrons in the high energy tail of the elec-
tron energy distribution. Since Fröhlich’s breakdown criterion 
depends explicitly on the high energy tail of the electron energy 
distribution, it is not consistent with an average electron model, 
which makes it more complex, whether approached analytically 
or numerically.

In essence, Fröhlich’s theory rests on the assumption that 
when the breakdown field is reached, the peak of the electron 

energy distribution function is well below the ionization energy 
but possesses a high energy tail which extends to the ionization 
energy. The behavior of the electrons in the high energy tail de-
termines breakdown. Based on the assumption that only longi-
tudinal polarization waves interact with the electrons, Fröhlich 
employed quantum mechanics to derive the electron relaxation 
time for alkali halides based on electron interaction with only 
longitudinal polarization waves, i.e., longitudinal optical pho-
nons. Fröhlich’s quantitative calculation of the breakdown field 
for alkali halides based on the balance between electron energy 
gain and energy loss agrees well with experimental data from 
von Hippel. Figure 1 shows a schematic of von Hippel’s low 
energy and Fröhlich’s high energy criteria [13]. The red lines 

Table 1. Summary of Theories of Intrinsic Breakdown.

Year Contributor Materials Brief description

1932 Von Hippel [2] Alkali halides Qualitative description of avalanche breakdown.

1934 Zener [4] One-dimension lattice Field Emission Breakdown; tunneling probability for one-dimension lattice 
is given.

1937 H. Fröhlich [6] Alkali halides Quantitative calculation of the breakdown field; only polar phonons are 
considered.

1981 M. Sparks et al. [7] Alkali halides Quantitative calculation of the laser-induced breakdown field; both polar 
and nonpolar phonons are included.

1986 E. Cartier et al. (Brown Boveri) [11] Organic dielectrics  
(n-C36H74)

Investigated the transport and relaxation of hot electrons by using electron 
phonon scattering rates derived from experiments.

1994 D. Arnold et al. (IBM) [1] SiO2 thin film Investigated the transport of hot electrons by Monte Carlo method using 
electron phonon scattering rates derived from experiments.

2007–2010   GaAs and GaP [8], Si [9], 
Graphene [10]

Electron phonon scattering rates are calculated from first principles.

2012 Y. Sun et al. [12] Covalently and ionic bonded 
inorganic crystals

First principle computations of intrinsic breakdown based on an average 
electron model and von Hippel’s low energy criterion, which agree well 
with published data.

Figure 1. Schematic of von Hippel’s low energy and Fröhlich’s 
high energy criteria [13].
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represent the rate of energy transfer from the electric field to 
electrons as a function of electron energy and applied field F, 
while the black line represents the rate of energy loss to phonons 
as a function of electron energy E.

When the electric field, F, is sufficiently low, i.e., F1 in Figure 
1, the energy gain and loss balance at two electron energies, E1 
and E2. However, as the field increases, a field of Fm is reached 
where the two solutions merge into one Em. For higher values of 
the field, e.g., F2, no solution exists. Thus if F > Fm, the energy 
gain will be larger than the energy loss for all E so that every free 
electron will increase its energy to the threshold of impaction 
ionization. This led von Hippel to define Fm as the breakdown 
field.

Following Fröhlich, even if F < Fm, equilibrium is not possi-
ble. Consider an electron in field F1, for which two solutions are 
possible. Solution E1 represents a stable equilibrium, while E2 is 
unstable, since for E > E2, electron energy increases indefinitely. 
Suppose that the energy for ionization (Ei) is such that E2 > Ei, 
in which case the electrons which have energies in excess of E2 
can ionize lattice atoms and thus reduce their energy. However, 
if E2 < Ei, electrons with energy interval E2 to Ei will increase 
their energy on average which results in a continuous increase 
in the total energy of the electron system, and steady state is 
impossible. Thus the maximum field for a steady state (i.e., the 
“critical” field) corresponds to E2 = Ei. Once electrons achieve 
energies in excess of E2, they can accelerate rapidly to energies 
of order Ei. Perhaps the best that can be said of Fröhlich’s high 
energy criterion is that it provides a lower limit for fields which 
give appreciable ionization, while the intrinsic breakdown field 
is determined by the degree of ionization which is required to 
produce avalanche breakdown.

Spark’s Model With Energy Diffusion
In 1981, Sparks proposed an average electron model based 

on avalanche breakdown theory which agrees well with laser 
induced breakdown data for alkali halides, as noted above [7]. 
The good agreement is obtained as a result of improved magni-
tudes and energy dependences of the electron phonon relaxation 
frequencies, e.g., the contributions of both optical and acoustic 
phonons to electron energy loss and diffusion in energy space 
are included. The breakdown field is calculated by solving an 
eigenvalue equation obtained from a diffusion transport equa-
tion in energy space, i.e., in Sparks’ model, electron energy gain 
from the field and loss to phonons contributes to diffusion of 
electron energy in a classical approximation, the instability of 
which indicates breakdown.

The limitations of the average electron model stem both from 
the difficulty of treating the energy dependence of energy gain 
and loss properly, and from the neglect of electron diffusion in 
energy space. Holway and Fradin [14] demonstrated that ava-
lanche breakdown cannot be truly an “average electron” phe-
nomenon. Breakdown can occur without an electric field that, 
on average, causes every electron below the ionization energy to 
gain energy. An electron typically gains energy over part of the 
energy range by diffusion to greater energy while, on average, 
electrons loose more energy than they gain. Spark’s energy dif-
fusion model is a classical approach to approximating the effect 

of electron–phonon interaction on the electron energy distribu-
tion.

The simple crystal structure of alkali halides allows an analyt-
ical solution of electron relaxation time (the reciprocal of which 
is electron–phonon scattering rate) and electron energy loss rate. 
Sparks derived an analytical solution for both of these param-
eters by treating the contribution of both polar (longitudinal op-
tical phonons) and nonpolar (acoustical and transverse optical 
phonons) phonons to electron–phonon scattering. Inaccuracy 
of the theoretical calculation may stem from various approxi-
mations made in order to obtain these analytical expressions. 
The greatest limitation of Sparks’ model is that the analytical 
expression for electron relaxation time and energy loss rate is 
derived only for alkali halides and cannot be extended to other 
more complex materials, which makes the theoretical investiga-
tion of many technically important materials (such as SiO2 and 
PE) impossible.

First Principle Computations of Intrinsic Breakdown
While both von Hippel and Fröhlich demonstrated great 

physical insight, they could not conduct reasonably accurate 
computations of intrinsic breakdown, as the accurate, quantum 
mechanical–based computations of electron–phonon interac-
tions cannot be executed analytically, and computers were not 
yet available. With the relatively recent development of compu-
tational quantum mechanics based on density functional theory, 
we can now undertake such computations numerically with rea-
sonable accuracy. Density functional theory (DFT) is based on 
two theorems. The first says that knowing the electron density 
is equivalent to knowing the solution to Schrödinger’s equation. 
The second says that the correct electron density distribution 
minimizes the total energy. These two theorems provide the ba-
sis for a very successful branch of computational quantum me-
chanics. While DFT is, in principle, exact, numerous approxi-
mations are required during practical implementation. Examples 
include the pseudopotential approximation to combine the ef-
fects of the nucleus and the core electrons, and the exchange-
correlation approximation to capture the quantum mechanical 
part of electron–electron interactions.

Electron–phonon interactions, both polar and nonpolar, can 
be computed using density function perturbation theory (DFPT). 
While electron density is the central quantity in DFT, first-order 
changes to the charge density in response to an external pertur-
bation are the central quantity in DFPT. In the present applica-
tion, the atomic positions are perturbed in a manner character-
istic of each phonon mode, which changes the electron density 
distribution with which an electron interacts. In polar materials, 
the interaction of an electron with a macroscopic electrical field 
caused by Coulomb interactions must be calculated in addi-
tion to the change to electron density by atomic displacements 
characteristic of each phonon mode. Computation of the elec-
tron–phonon interactions is cumbersome for two reasons. First, 
accurate evaluation of electron–phonon scattering rate requires 
a very dense sampling of both the electronic (k) and the pho-
nonic (q) reciprocal space grids, significantly more dense than 
required in standard DFT. Second, the number of phonon modes 
is 3N, where N is the number of atoms in the system. If the unit 



12	 IEEE Electrical Insulation Magazine

cell of the material has a limited number of atoms, this process 
is practical and can be used with periodic boundary conditions 
to model a bulk material. For materials with large unit cells, such 
as polypropylene, computation for all the phonon modes is very 
time consuming.

The electron energy gain from the field is easily expressed, 
although the effective electron mass is a function of electron en-
ergy and must be approximated. The electron–phonon coupling 
matrix, which gives the probability of an electron scattering 
from an initial state, i, to a final state, j, through interaction with 
a phonon mode α, must be calculated using DFPT and provides 
the basis for computing electron energy loss to phonons. Pro-
viding any mathematical description of these phenomena would 
result in many very complex equations, which have been pub-
lished in [12]. We will therefore restrict the discussion to the 
conceptual basis of the computations.

Once the electron–phonon scattering rate as a function of 
electron energy has been computed, the energy loss as a func-
tion of electron energy can be calculated, shown as the red line 
of Figure 2. The energy gain from the electric field is reasonably 
easy to compute and is also shown in Figure 2 for several electric 
fields. The breakdown field is determined by the condition that 
the energy gain is greater than the energy loss up to the energy 
threshold for impact ionization (i.e., the bandgap) which is 8.61 
eV for NaCl. In the case of NaCl shown in Figure 2, the com-
puted breakdown field is about 3.86 × 108 V/m.

Figure 3 compares our computations with literature data for 
the intrinsic breakdown of many materials we have addressed 
to date. The data include elemental systems: Ge, Si, C (dia-
mond cubic structure); I-VII compounds: KBr, KCl, NaCl, LiF 
(rocksalt structure); III-V compounds: InAs, GaAs, GaP, AlAs 
(Zincblende Structure), and AlN, GaN (Wurtzite Structure). The 
groups of materials are represented by differing symbols in Fig-
ure 3. A major difficulty in obtaining agreement between theory 
and experiment for the intrinsic breakdown field is determining 
whether the experimental data represent intrinsic breakdown. 
Breakdown fields from the literature for a given material vary 
substantially as a result of material defects and the experimen-
tal technique employed. The maximum breakdown field from 
reported data provides the best estimate of intrinsic breakdown 
strength. We note that the computed Fbd value represents the 
upper bound for intrinsic breakdown field. The best available 
breakdown data for alkali halides are generated by optical break-
down measurements, which eliminate the influence of many ex-
traneous factors such as electrode effects, interfaces, etc.

The case of LiF (Figure 3) is interesting. If we use the usu-
al criterion for breakdown, that the energy gain is everywhere 
greater than the energy loss from the CBM to the CBM plus 
the bandgap, we predict much too great an intrinsic breakdown. 
However, the enthalpy of formation for LiF is much less than the 
bandgap so that failure is likely to occur from bond breakage. 
When the enthalpy of formation is used in place of the band-
gap, the computed intrinsic breakdown agrees very well with 
the measured data as represented by LiF (corrected) in Figure 3.

The ability to compute intrinsic breakdown with reasonable 
accuracy on a first principles, parameter-free basis is gratifying; 
however, such computations remain somewhat cumbersome. 

Figure 2. The average energy loss and energy gain at electric 
fields of 2 × 108 V/m, 3.86 × 108 V/m, and 5 × 108 V/m for NaCl 
as a function of electron energy. The electron energy scale is 
referenced to the conduction band minimum (CBM). The intrin-
sic breakdown field of NaCl is estimated as the electric field for 
which the energy gain curve (black solid line) is greater than 
energy loss curve (red line) for all electron energies from the 
CBM to 8.61 eV above CBM, i.e., from the CBM to the CBM 
plus the bandgap (Eg) of NaCl.

Figure 3. Comparison of the maximum experimental break-
down field and the calculated intrinsic breakdown field for a 
range of covalently bonded and ionic materials. The data are 
tabulated in Table 2. In the case of LiF, the enthalpy of forma-
tion (6.39 eV) is much lower than the bandgap (14.2 eV). Thus 
bond breakage will occur before impact ionization. The LiF 
(corrected) represents our result when the enthalpy of forma-
tion is used as impact ionization threshold instead of the band-
gap. The symbols code for material type (element, etc.) while 
the text in the figures codes for material structure, i.e., (black) 
Diamond Structure: Ge, Si, C; (red) Rocksalt Structure: KBr, 
KCl, NaCl, LiF; (purple) Zincblende Structure: InAs, GaAs, 
GaP, AlAs; (green) Wurtzite Structure: AlN, GaN.
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Accurate evaluation of electron–phonon scattering rates requires 
a very dense sampling of both the electronic and the phononic 
reciprocal space grids, significantly more dense than required in 

standard DFT computations. However, we can use such compu-
tations to look for correlations between basic material properties 
and intrinsic breakdown. Not surprisingly, intrinsic breakdown 
depends on the electron–phonon scattering rate, which is the 
main mechanism for electron energy loss. The electron–phonon 
scattering rate tends to follow the electron density of states, as 
seen in Figure 4. Thus a peak in the density of states within the 
energy range of interest (CBM to CBM + the bandgap, Eg) tends 
to increase the breakdown field as seen in Figure 2.

In order to develop an intuition for the fundamental chemical 
and physical factors that control intrinsic breakdown, we exam-
ined the correlation of several easily computable attributes with 
the computed Fbd values. Our results indicate a clear correlation 
between Fbd and the material bandgap and the highest phonon 
frequency (i.e., the phonon cutoff frequency). As seen from Ta-
ble 2, the breakdown strength tends to increase with bandgap 
and phonon cutoff frequency. The phonon cutoff frequencies are 
calculated from DFPT, while the bandgap is the experimental 
value from the literature. The dependence of intrinsic break-
down with these parameters is understandable intuitively, as a 
material with a greater bandgap will display a higher threshold 
for impact ionization, and materials with greater phonon cut-
off frequency tend to have greater average energy loss during 
each electron–phonon scattering event which leads to larger 
Fbd values. Figures 5 and 6 show plots of calculated intrinsic 

Table 2. For All Systems Studied Here, the Calculated Highest Phonon Frequency (in THz) and the Breakdown Field (in V/m) as per von Hippel’s Criterion 
Are Listed. The Experimental Bandgap (in eV), the Highest Observed Breakdown Field (in V/m), and the Method Adopted in Such Measurements Are  
Also Listed. The Computed LiF Intrinsic Breakdown Is Shown Based on the Bandgap Criterion, While the LiF (corrected) Value Is Based on the  
Bond Energy Criterion.

  Phonon cutoff frequency (THz) Calculated intrinsic Fbd (V/m) Exp. Eg (eV) Exp. Fbd (V/m)

Ge 8.73 5.64 × 107 0.74 [15] a 3.2 × 107 [21]

Si 15.3 8.39 × 107 1.17 [15] a 5 × 107 [22]

C 37.9 2.37 × 109 5.48 [15] b 2.15 × 109 [23]

KBr 5.23 9.75 × 107 7.81 [16] c 9.4 × 107 [24]

KCl 6.88 2.53 × 108 8.51 [16] c 1.39 × 108 [24]

NaCl 8.13 3.86 × 108 8.61 [16] c 2.5 × 108 [7]

LiF 19.8 5.2 × 109 14.2 [15] b 1.22 × 109 [25]

LiF (corrected) 19.8 1.29 × 109 14.2 [15] b 1.22 × 109 [25]

AlAs 11.8 1.44 × 108 2.17 [17] a 6 × 107 [17]

GaAs 8.82 1.39 × 108 1.43 [18] a 6 × 107 [18]

GaP 12.2 1.68 × 108 2.26 [19] a 1.0 × 108 [19]

InAs 7.73 5.19 × 106 0.354 [19] a 4 × 106 [19]

AlN 27.6 1.18 × 109 6.23 [20] a 1.17 × 109 [26]

GaN 23.3 6.6 × 108 3.2 [15] a 5 × 108 [19]

aElectrical breakdown.
b1.06-μm laser breakdown.
c10.6-μm laser breakdown.

Figure 4. The electron–phonon scattering rate and the density 
of states for NaCl at room temperature as a function of electron 
energy. The electron energy scale is referenced to the conduc-
tion band minimum (CBM).
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breakdown as a function of these two parameters from which 
we see that three different correlation lines are formed for dif-
fering material groups, although the power law dependence ap-
pears to differ, i.e., covalently bonded elements (Ge, Si, and C), 
III-V compound semiconductors (InAs, GaAs, GaP, AlAs, AlN, 
GaN), and ionic bonded alkali halides (KBr, KCl, NaCl, LiF).

For a given bandgap, covalently bonded materials (Ge, Si, 
and C) have the greater breakdown strength, while for a given 
phonon cutoff frequency, ionic materials (alkali halides) have 
the greater breakdown strength. Electron–phonon interaction is 
stronger in an ionic (polar) material than in a nonpolar mate-
rial which probably accounts for effect of phonon cutoff fre-
quency. All the ionic materials have very large bandgap, and the 
breakdown strength increases very rapidly (~4th power) with 
the bandgap. The covalently bonded materials, which tend not 

to be polar, have a greater range of bandgap, and the intrinsic 
breakdown field increases roughly as the square of the bandgap. 
The ionic materials tend to have lower phonon cutoff frequency 
than do the covalent materials, but the intrinsic breakdown field 
increases more rapidly with cutoff frequency, probably because 
the ionic materials have strong interactions with a wider range 
of phonons, i.e., both polar and nonpolar, while the covalent ma-
terials have greater phonon cutoff frequency but the breakdown 
strength increases less rapidly with cutoff frequency, probably 
as a result of the reduced electron–phonon coupling in such ma-
terials.

Conclusion
The basic quantum mechanical theory for intrinsic break-

down was developed by von Hippel and Fröhlich over 70 years 
ago, but only now can we exploit their ideas accurately through 
the use of computational quantum mechanics. As shown above, 
von Hippel’s low energy criterion for intrinsic breakdown pro-
vides remarkably good agreement with measured data for a 
range of both ionic and covalently bonded materials. We can 
correlate intrinsic breakdown with both bandgap and phonon 
cutoff frequency, although the relationships differ for different 
groups of materials.

The challenge going forward is to move from intrinsic break-
down to engineering breakdown through inclusion of effects 
caused by morphology, chemical impurities (impurity states in 
the bandgap), and defects such as nanocavities. We believe that 
inclusion of these phenomena is possible using Monte Carlo 
computations with parameters computed using first principles 
methods, and we are pursuing this approach.
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